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ABSTRACT

A study of the detailed spatiotemporal characteristics of the Indian Ocean dipole (IOD) mode in SST and
surface winds using available observations from 1958 till 1997 is reported. The analysis is used to address
several of the controversial issues regarding the IOD.

One key finding of this study is that interdecadal fluctuations contribute strongly to tropical Indian Ocean
(TIO) SST variability; in SST anomalies (SSTA) interdecadal variance is as strong as interannual variance. Over
both the western and eastern TIO, an accelerated warming of SST after the mid-1970s is apparent. The lack of
anticorrelation between western and eastern TIO SSTA occurs only in this latter half of the analysis period.

In order to examine the hypothesis that the IOD is a part of ENSO evolution in the TIO, the temporal
characteristics of IOD indices have been compared with Niño-3. On the basis of several quantitative comparisons
that include wavelet and cross-wavelet analysis, several important differences between the two phenomena are
reported. These differences are highlighted to argue that the IOD is not a part of ENSO evolution in the TIO.
On the other hand, a striking similarity is found in the temporal structure of atmospheric and oceanic variability
within the TIO that is suggestive of IOD arising from inherent coupled air–sea interactions in the TIO.

ENSO events that do not co-occur with IOD have been isolated and their impacts on TIO SSTA and winds
described. Similarly, the characteristics of IOD events that occur independently of ENSO are described. Based
on the characteristics of these two groups a hypothesis is suggested through which both phenomena may interact.
It is noted that ENSO events co-occurring with IOD events are much stronger compared to non-co-occurring
events. On the other hand, IOD events that are independent of ENSO as well as those that co-occur with it
appear to have the same strength.

1. Introduction

An interannual climate anomaly characterized by a
sea surface temperature (SST) anomaly (SSTA) of op-
posing sign in the western and eastern tropical Indian
Ocean (TIO) has been recently reported (Saji et al. 1999,
hereafter S99). Strong zonal wind anomalies trapped to
the equatorial Indian Ocean are a characteristic atmo-
spheric feature during such SSTA events (Reverdin et
al. 1986; S99; Webster et al. 1999; Murtugudde et al.
2000). From satellite-derived and in situ observations
it is also seen that these events are associated with sea
level (Rao et al. 2002; Feng et al. 2001; Feng and Mey-
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ers 2003) and rain anomalies (S99; Saji and Yamagata
2003, manuscript submitted to Climate Res., hereafter
SY) having a similar structure as the SSTA. In this
paper, we refer to this climate anomaly as the Indian
Ocean dipole (IOD) mode event. For a short review of
the phenomenon in relation to the monsoon circulation
of the TIO, see Schott and McCreary (2001).

The dipolelike SSTA characterizing the IOD was
mentioned in a few research articles on TIO variability
(Reverdin et al. 1986; Flohn 1987; Nicholls 1989; Has-
tenrath et al. 1993; Meyers 1996) since the 1980s. How-
ever, these anomalous conditions in the TIO have gained
wider notice since the recent occurrence of two strong
events: that of 1994 (Meyers 1996; Behera et al. 1999;
Reppin et al. 1999; Vinayachandran et al. 1999) and
that of 1997 (Chambers et al. 1999; Webster et al. 1999;
Yu and Rienecker 1999; Murtugudde et al. 2000).

Several recent studies discussed the oceanic processes
involved during IOD events (Murtugudde et al. 2000;
Feng et al. 2001; Rao et al. 2002; Li et al. 2002; Feng
and Meyers 2003). Others explored its impact on local
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and global climate (Ashok et al. 2001; Clark et al. 2003;
Behera and Yamagata 2003; SY). However, as discussed
below, the results of some new studies have generated
a somewhat fierce controversy on various aspects of this
phenomenon. An objective of this study is to address
these controversial questions on the basis of data anal-
ysis. We approach these controversies through a detailed
examination of the spatiotemporal structure of IOD var-
iability in TIO SST and winds and their relation to El
Niño-Southern Oscillation (ENSO) variability. Conse-
quently, an important outcome of this study is a detailed
description of the spatiotemporal character of the IOD
phenomenon.

One controversial topic is the relation of SST vari-
ability in the eastern and western TIO during IOD
events. The composite analysis of S99 implied an out-
of-phase SSTA relation between the eastern and western
TIO. However, correlation analysis shows that the west-
ern and eastern TIO SSTAs are not significantly anti-
correlated (Dommenget and Latif 2002; Nicholls and
Drosdowsky 2001). This suggests that the SSTA pattern
associated with IOD may be a zonal gradient pertur-
bation on a uniformly signed basinwide anomaly (Has-
tenrath 2002).

Another issue of much debate is the relation of IOD
events to ENSO. Some studies claimed IOD to be an
inherent coupled mode of the TIO, independent of
ENSO. S99 noted that many positive IOD events oc-
curred either in the absence of El Niño or sometimes
even with a La Niña. Further, they pointed out that the
monthly time series of the zonal SST gradient, also
referred to as dipole mode index (DMI), is only mod-
erately correlated with the Niño-3 (58N–58S, 908–
1508W) index but that of DMI and equatorial winds
over the Indian Ocean (Ueq) are more strongly corre-
lated. Webster et al. (1999) synthesized observations of
sea level, wind, SST, and outgoing longwave radiation
(OLR) anomalies to demonstrate the role of wind-forced
ocean dynamics in creating the IOD SSTA pattern and,
conversely, the effect of the SSTA on OLR and wind
fields.

Nevertheless, seasonally stratified correlation for the
boreal fall season between the IOD and ENSO indices
is highly significant (Nicholls and Drosdowsky 2001;
Baquero-Bernal and Latif 2002; Hendon 2003). In an
earlier study, Hastenrath et al. (1993) noted a statistical
association, during boreal fall, between ENSO indices
and SSTA of opposing sign in the eastern and western
TIO.

The rest of the paper is organized as follows. In sec-
tion 2 we describe the data and the reason for using the
Comprehensive Ocean–Atmosphere Data Set (COADS)
observations for this analysis. Composite analysis is
used in section 3 to briefly introduce the relevant fea-
tures of the IOD event. In section 4 we present a cor-
relation analysis of SSTA between the western and east-
ern TIO. Raw SSTA is analyzed first and then repeated
after linear trends, interdecadal anomalies, and ENSO-

lagged effects are successively filtered out. A multi-
variate definition of IOD is proposed in section 5. On
the basis of this definition 19 IOD events of both phases
are identified and composited to define a canonical IOD
event. The contribution of these 19 events to TIO in-
terannual variability is assessed in section 6. In section
7 we compare time series of DMI and Nino-3 and, in
section 8, those of DMI and Ueq. Based on the results
from sections 3–8, we discuss the various controversial
issues associated with IOD in section 9. Important re-
sults are summarized in the last section.

2. Data

Presatellite era SST data, being based on conventional
measurements along ship tracks, are temporally and spa-
tially inhomogeneous. There are several homogeneously
gridded SST products that use different methods to fill
in the data between ship tracks. A very popular method
(e.g., Kaplan et al. 1998; Rayner et al. 1996) bases the
interpolation/extrapolation process on structures derived
from EOF analysis of satellite era SSTA. However, since
the EOFs can be artificial structures (von Storch and
Zwiers 1999), one may doubt the reality of the ‘‘virtual’’
SST values in the data gaps. Further, there are issues
about the statistical stationarity of the structures cap-
tured in such EOF modes. On the other hand, more
conventional interpolation methods inevitably introduce
assumptions about the spatial and temporal distribution
of the SST.

In view of the above considerations we have used
only real SST and wind data along ship tracks for this
study. Quality-controlled data from the COADS project
(Woodruff et al. 1998) available in evenly spaced 28 3
28 bins at monthly resolution are used. In the enhanced
version of the COADS release 1c data, that we have
used here, the data are trimmed using climatological 4.5
standard deviation limits to better represent extreme cli-
mate events. Though these reports are based mostly on
quality-controlled marine surface observations from
ships, they have been supplemented in more recent years
to include moored environmental buoys, drifting buoys,
and near-surface measurements from oceanographic
profiles.

The analysis period for this study is 40 years from
January 1958 to December 1997. Reasonably good spa-
tial and temporal data coverage in the regions of interest
for our study exists during this period. Anomalies were
computed by subtracting the climatological seasonal cy-
cle from the data. Except where mentioned, the analyses
are performed on unfiltered data.

3. Composite analysis of cold events in the eastern
TIO

Figure 1 depicts the interannual anomaly of the boreal
fall season [September–October–November, (SON)]
SSTA (thick line) from a single 28 3 28 box (E1) cen-
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FIG. 1. (a) SST anomalies at E1 (78S, 1058E) and at W1 (38S, 718E)
are represented by the solid thick line and the gray-filled line, re-
spectively. The solid thin line is the sign-reversed zonal wind anomaly
at U1 (18S, 858E). All anomalies were standardized using their re-
spective std dev (sE1 5 0.5, sW1 5 0.4, sU1 5 2.6). (b) Same as in
(a), but for the average number of observations per month at E1, W1,
and U1.

FIG. 2. Composite map of SON SST anomaly based on seven of
the coolest SST anomaly years at E1. Contours are at 60.28, 60.48,
60.68C, . . . , etc.

tered around 78S, 1058E. In the period under consid-
eration this box is well sampled (see Fig. 1b), having
about 15 observations per month on the average. Thus,
the estimate of monthly SST over E1 is fairly reliable.
The gray-filled thin curve is the SSTA from a western
TIO box (W1; 38S, 718E). The thin solid curve depicts
the interannual SON anomalies of equatorial zonal wind
from U1 (18S, 858E). In Fig. 1, the sign of U1 is reversed
for clarity. Note that all of the three boxes shown here
are well sampled on the average (Fig. 1b). However, the
year 1962 is an exception, only about 1–3 observations
are available during this year to construct the estimates.

Whereas E1 is positively correlated with U1 (at the
99% level; r 5 0.8), W1 is negatively correlated with
U1 (also at the 99% level; r 5 20.5). However, E1 and
W1 are negatively correlated with each other only at
the 95% level (r 5 20.3). A direct implication of these
correlations is that SSTA over E1 and W1 are most
likely out of phase whenever there is a strong zonal
wind anomaly over U1. On the other hand, the weaker
magnitude of the anticorrelation between E1 and W1
relative to that of E1 and U1 (or W1 and U1) suggests
that E1 and W1 do not always exhibit the out-of-phase
behavior, especially during times of weak zonal wind
anomaly. These features of the relation among U1, E1,
and W1 can be readily observed in Fig. 1.

Figure 2 shows composite SSTA during SON for sev-
en of the coolest SST years (1961, 1963, 1967, 1972,
1977, 1994, 1997) over E1. The broad picture that

emerges is a dipolelike SSTA pattern with large-scale
cooling in the eastern TIO but large-scale warming in
the western TIO. The cooling is strongest south of the
equator trapped to the Indian Ocean coast of Indonesia.
A slight cooling is also observed in the Bay of Bengal
SST. The warm SSTA is apparent on both sides of the
equator. An elongated warm SSTA is seen to stretch in
a southwesterly direction toward Australia from the
western TIO (cf. Fig. 2 of S99).

The phase lag in the evolution of the SSTA pattern
(S99) is important in designing methods to detect the
dipolelike structure. To clarify the phase-lagged evo-
lution, we perform below a composite analysis similar
to S99, however with the following differences. First,
the data are different and are not subjected to filtering.
Second, we discuss the composite total SST evolution
instead of the anomaly evolution. And third, the com-
posite is indexed by cold SSTA events over E1 men-
tioned above, as opposed to the zonal SST gradient
index used by S99.

For this analysis the data in 28 3 28 bins are inap-
propriate since the data points are not homogeneous in
space and time. However, the variability associated with
IOD is large scale (cf. Fig. 2). Therefore, for the monthly
composites presented in Fig. 3, we used SST binned in
108 3 108 boxes. The resulting area-averaged bins had
very few missing points in the regions being examined
in this study. These (not more than 5 months in 40 yr,
about 1% of the data) were filled in by linear time in-
terpolation.

The results presented in Fig. 3 appear to be consistent
with those of S99. Thus, the anomalous SST departure
during these events is phase locked to the seasonal cycle.
For instance, anomalous warming in the west develops
during the season when the climatological SST itself is
rising. Similarly the cold SSTA in the eastern boxes
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FIG. 3. Composite time series of total SST evolution for the IOD events at locations centered around 58N
and (a) 658, (b) 758, (c) 958, (d) 1058E. (e)–(h) Same as in (a)–(d), except that they are centered around
58S. The thick black solid line depicts the evolution of the climatological SST at each location. The gray
shades on both sides of the climatological time series depict the 1s envelop of interannual std dev.

develops during the progression of the annual cycle
from warm to cool SST. In the eastern boxes south of
the equator this has led to an enhanced annual cycle. In
contrast, SST from the northeastern boxes exhibits little
anomalous behavior.

A phase lag in the SSTA evolution between western
and eastern TIO is evident. Cold SSTA develops as early
as June/July in the eastern TIO and continues to increase
in amplitude until September/October. However, SST in
the western TIO begins to depart from climatology only
around August/September; thereafter, it continues to be
anomalous until the end of the year.

We note that although the IOD signal on TIO SSTA
may qualitatively be described as dipolelike, the con-
tribution of the eastern and the western ‘‘pole’’ of the
SSTA pattern to total SSTA variability is somewhat
different. To show this we have also plotted in Fig. 3
the envelope of raw interannual standard deviation
(hereafter s) for each month. A one standard deviation
on either side of the seasonal cycle is indicated by the
gray shaded envelope. The composite SST departure in
the western TIO is of the same level as the background
variability. This indicates that the SST signal in the
western TIO is composed of not only the signal asso-
ciated with the dipole SSTA pattern, but also of other

patterns of variability. Therefore, although the IOD is
a significant contributor of SST variability to this region
(S99), it is not likely the dominant contributor. In the
eastern TIO, on the other hand, the IOD appears to be
the dominant contributor to SST variability during the
boreal summer [June–July–August (JJA)] and fall sea-
sons.

A stronger signature of the IOD event is apparent in
the zonal SSTA gradient and equatorial wind fields. The
composite analysis for the zonal SST gradient is shown
in Fig. 4e. The zonal SST gradient was estimated as
follows. Since the four western Indian Ocean (WIN)
boxes had a similar evolution of SST anomaly during
IOD years, we binned them into a single western box
(WIN; 108S–108N, 608–808E). An eastern box (EIN;
108S–08, 908–1108E) was constructed from two of the
southeastern Indian Ocean boxes. The zonal SST gra-
dient anomaly is defined as the difference between WIN
and EIN. We will refer to this index as DMI following
S99. However, our definition of DMI differs slightly
from that of S99 in that we center the western box around
708E in accordance with the information in Fig. 3.

It is noted that the composite zonal SST gradient
departure is above the 1s level during both boreal sum-
mer and fall seasons. The same is true for the surface
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FIG. 4. Same as Fig. 3, except that (a)–(d) are zonal wind anomaly from 28 3 28 boxes centered around 658, 758, 858, and 958E, respectively,
and the equator. (e) The time series is for the zonal SST gradient. The zonal SST gradient is estimated as the difference of SST anomaly
between a western box (108S–108N, 608–808E) and an eastern box (108S–08, 908–1108E).

TABLE 1. Cross-correlation matrix for WIN, EIN, DMI, Ueq, and
Niño-3: (a) for unfiltered data, (b) after filtering linear trend, (c) after
also filtering interdecadal anomaly, and (d) after also removing BWA.
Correlations significant at the 95% level are italic. Correlations sig-
nificant at the 99% level are bold.

Category

WIN EIN DMI Ueq Niño-3

a. Unfiltered data
WIN
EIN
DMI
Ueq

20.06 0.68
20.77

20.54
0.67

20.85

0.58
20.11

0.45
20.55

b. After filtering linear trend
WIN
EIN
DMI
Ueq

20.26 0.75
20.83

20.64
0.71

20.85

0.49
20.3

0.48
20.64

c. After also filtering interdecadal anomaly
WIN
EIN
DMI
Ueq

20.41 0.75
20.79

20.69
0.81

20.81

0.54
20.35

0.47
20.65

d. After also filtering BWA
WIN
EIN
DMI
Ueq

20.52 0.75
20.91

20.69
0.85

20.82

0.54
20.47

0.40
20.65

zonal wind variability in the central Indian Ocean (IO)
as well (Figs. 4c,d). From Fig. 3, it may be surmised
that the contribution to the gradient is dominated by
eastern TIO SSTA in the boreal summer, while in the
boreal fall both the western and eastern TIO SSTAs
contribute to it.

4. Correlation between WIN and EIN SSTA

The composite analysis presented above suggests that
SSTA between WIN and EIN should be anticorrelated
in SON. However, we found that the correlation between

WIN and EIN, using unfiltered data for SON, is statis-
tically insignificant (Table 1). Nevertheless, as in the
case of the well-sampled points E1 and W1, there is a
strong correlation (see Table 1) of both EIN and WIN
with zonal wind anomaly over the equator (Ueq), im-
plying that SSTA varies out of phase during strong equa-
torial wind anomalies (Ueq is the area-averaged wind
anomaly over 58S–58N, 708–908E).

Together both correlations suggest that patterns of
SSTA behavior other than the IOD associated out-of-
phase behavior are present in TIO SSTA. Further, it may
be hypothesized that it is the presence of such patterns
in significant proportions that confound the expression
of the IOD SSTA pattern in correlation analysis (Behera
et al. 2003). In the following we discuss three possible
candidates that may be confounding the expression of
anticorrelation between EIN and WIN.

a. Linear trend

Figure 5a shows the result of applying two passes of
a 7-yr running mean filter on WIN, EIN, and Ueq. Ap-
parently, SST in the Indian Ocean has warmed up by
0.48–0.58C during the course of the 40 years of the study
period. On the contrary, no substantial linear trend is
apparent in the surface zonal wind field. After filtering
out the linear trend from the data, the correlation be-
tween WIN and EIN (during SON, r 5 20.26) became
negative and significant only at the 90% level (see Table
1).

b. Interdecadal anomalies

Apparently, the secular trend cannot completely ex-
plain the nonstationarity of the means in the data. The
7-yr running mean applied on detrended data (Fig. 5b)
captures noticeable low-frequency vacillations of the
mean in the TIO surface winds and SST.

The equatorial westerly wind appears to be weaker
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FIG. 5. (a) The time series of SST anomaly over EIN (solid line), WIN (dashed line), and that of zonal
wind anomaly over Ueq (dotted line) after smoothing using two passes of a 7-yr running mean. The linear
trend in the time series is also indicated using the same plotting scheme. (b) Same as in (a) but after
detrending the data. To facilitate plotting, all anomalies were standardized using their respective std dev
(sEIN 5 0.4, sWIN 5 0.3, 5 1.9).sUeq

than normal during the 1960s and stronger than normal
in the 1970s and 1980s. It is noteworthy that these equa-
torial wind field changes are consistent with the changes
of eastern TIO sea level on interdecadal timescales
(Clarke and Lebedev 1997).

Figure 5b also implies an unusually warmer mean
SST at WIN in the 1960s and from the 1980s onward,
and an unusually cooler mean state in between. At EIN,
mean SST appears to be cooler before the end of the
1970s relative to the period after that. In both cases an
accelerated warming relative to the linear trend appears
to have taken place after the late 1970s, around the time
of the so-called regime shift (Nitta and Yamada 1989;
Royer 1989; Trenberth 1990).

We estimated these interdecadal fluctuations (peri-
odicities longer than 7 yr) applying Fourier analysis on
detrended data and filtered them out. It is found that the
correlation between WIN and EIN is now highly sig-
nificant (at the 99% level, r 5 20.41).

Through Fig. 5, we have portrayed the nature of the
trend and the interdecadal fluctuations only for SON.
However, it appears that both the secular trend and the
interdecadal fluctuations are significantly different from
season to season (see Table 2).

c. The lagged ENSO effect on TIO SSTA

It is well known that ENSO has a remote influence
on the TIO. One of the manifestations of the ENSO
teleconnection is a basinwide warming (cooling) of TIO
SST lagging one to two seasons behind an El Niño (La
Niña) (Cadet 1985; Wallace et al. 1998; Klein et al.
1999). This ENSO lagged effect illustrated in Fig. 6, by
averaging TIO SSTA between 208S–208N and 408–
1008E, will be referred to as the basinwide anomaly
(BWA).

Within the TIO, there is a phase lag in the establish-
ment of the peak anomaly associated with the BWA,
with the western TIO leading the eastern TIO by several
months to a season (Enfield and Mestas-Nunez 2000).
To account for this phase lag in the establishment of
the peak anomaly, we regressed monthly WIN and EIN
separately on the monthly Niño-3 index at different lags.
All the three time series were subjected to a 3-month
running mean filter before performing this calculation.
The regression coefficient at the lag with maximum cor-
relation was used to estimate the BWA. For WIN the
largest correlation was at lag 14 (r 5 0.5) and for EIN
at lag 15 (r 5 0.4). After removing the BWA from
WIN and EIN, the anticorrelation between them became
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FIG. 6. The time series of monthly Niño-3 SSTA (solid line) and that of BWA (gray-filled shades). The
BWA is the area-averaged SSTA from 208S–208N, 408–1008E. Both time series were standardized by their
respective std dev (sNino-3 5 0.8, sBWA 5 0.2). A 5-month running mean filter was applied to both time
series.

FIG. 7. The bars indicate the beginning, end, and duration of DMI (intermediate shade), WIN (outlined bar), EIN (lightest shade), and
Ueq (darkest shade) during each of the 9 positive and 10 negative IOD years. The month of peak anomaly is indicated by a plus mark.
Asterisk on the year indicates a pure IOD year (see text for definition).

stronger (r 5 20.5). We also note that the lagged an-
ticorrelation between JJA EIN and SON WIN (r 5
20.6) is even stronger.

5. A multivariate criteria to identify IOD events

It is of relevance to estimate the contribution of IOD
events to SST variability in the TIO and to compare it
with contributions from other factors such as BWA, in-
terdecadal anomaly, and linear trend. Given that the TIO
SSTA is influenced by multiple factors, we formulated
the following data preprocessing to isolate IOD related
variability. Multivariate criteria as described below are
then used to identify the IOD events in the analysis
period.

1) Preprocessing of data. WIN, EIN, and Ueq were first
detrended. A 3-month running mean was then ap-

plied once over all the three time series to reduce
the impact of intraseasonal fluctuations. Then we
filtered out the interdecadal anomaly (periodicities
longer than 7 yr). Thereafter, the BWA lagged effect
was removed from WIN and EIN, as explained in
section 4c.

2) Identifying criteria. DMI and Ueq were required to
exceed 0.5s in amplitude for at least 3 months. In
addition we require that the SSTA in WIN and EIN
should be of opposite sign and the magnitude should
exceed 0.5s for at least 3 months.

Using the above procedure we identified 9 positive
(SSTA over EIN is cool) and 10 negative (SSTA over
EIN is warm) IOD events. The duration and peak of
each of these events is shown in Fig. 7. Assuming nor-
mal sampling variability, point and interval estimates of
the population mean (Snedecor and Cochran 1968) of
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FIG. 8. Percentage of total variance for each month in the seasonal
cycle contributed by the 19 IOD events identified in this study toward
DMI (outlined bars) and Ueq (filled bars).

the various statistics were calculated. We then defined
a canonical IOD event in terms of the interval estimate
of the population mean. A 95% confidence level based
on the two-tailed t distribution is used.

A canonical IOD thus defined has the following prop-
erties. 1) Strongly anomalous DMI develops around bo-
real spring to early summer but vanishes after fall; peak
DMI occurs in late summer or fall with anomalous ac-
tivity prevailing for two to three seasons. 2) Anomalous
WIN develops in boreal summer and lasts for two to
three seasons before vanishing around late fall to winter;
peak WIN anomaly occurs around fall. 3) Anomalous
EIN develops around spring to early summer, lasts for
two to three seasons, and vanishes around fall to winter
with a peak around fall. 4) Anomalous Ueq develops
around spring to early summer, and lasts for two to three
seasons before vanishing around late fall to winter;
anomalous Ueq peaks in the boreal fall.

We noted that both negative and positive IOD events
in general have the same characteristics. Therefore, the
above description may be applied to both phases. It
should, however, be mentioned that negative IOD events
have lesser amplitude compared to positive events, in-
dicating a skewed distribution.

6. Relative contribution of IOD events to TIO
variability

The collective contribution of these 19 IOD events
to SST variability in the TIO was assessed. We first
summed up the variance of SST over WIN and EIN
only for those periods when the DMI was significantly
anomalous (see Fig. 7). This calculation was performed
using the reduced SST dataset, that is, the one filtered
off the linear trend, the interdecadal anomaly, and the
ENSO-lagged effect. The summed variance during IOD
events was then compared to the total variance in the
raw (or unfiltered) SST data.

The 19 events contribute about 23% (32%) to the
total SSTA variance over WIN (EIN). However, the
variance is unequally distributed over the seasons (Table
2). We note that it is in the summer and the fall seasons
that the IOD events contribute strongly—27% (44%) of
summer variability over WIN (EIN) and 37% (57%) of
the fall variability over WIN (EIN).

The contribution of the trend, the interdecadal anom-
aly, and the BWA are also documented in Table 2 as a
function of season. It is seen that on the interannual
timescale (shorter than 7-yr period) IOD dominates SST
variability over both WIN and EIN during the summer
and fall seasons. On the other hand, the BWA predom-
inates interannual variability during the boreal winter
and spring seasons. The interdecadal timescale fluctu-
ations are seen to have a significant contribution to SST
variability over WIN and EIN in all the seasons. The
linear trend is, on the other hand, strongest over WIN,
contributing about 20% of the variability in most of the
seasons.

The IOD events appear to contribute strongly to DMI
and Ueq variance. Both in DMI and Ueq, the IOD events
accounted for nearly 70% of the total variability. How-
ever it is in the summer and fall seasons that the stron-
gest variability of Ueq and DMI is manifested; most of
this variance is associated with the 19 IOD events (Fig.
8).

7. Comparison of DMI and Niño-3 time series

Performed over all months, the correlation between
DMI and Niño-3 is weak (r 5 0.2). However, when the
data are seasonally stratified and the correlations cal-
culated, significant correlation exists between DMI and
Niño-3 at the 99% level during JJA and SON. The stron-
gest simultaneous correlation exists during SON (Table
1).

However, even at the season of the strongest cross
correlation, the variance of DMI associated with Niño-
3 is less than 25%. This leads to two questions. (i) How
similar are the time series of DMI and Niño-3? (ii) What
factor(s) accounts for the rest of the variability in DMI
not attributable to Niño-3?

To examine the extent to which these time series are
similar, we have performed several analyses to be de-
scribed below. To facilitate comparison, we will contrast
the relation of DMI versus Niño-3 to that of BWA versus
Niño-3. Note that BWA as introduced in section 4 rep-
resents the lagged cooling (warming) of the entire TIO
following a La Niña (El Niño).

We start by examining the relation of both DMI and
Niño-3 to BWA separately. The lag correlation for DMI
versus BWA and Niño-3 versus BWA was computed
with BWA lagging in both cases. To perform this cal-
culation, we correlated the boreal fall (SON) value of
DMI at a particular year with each month of the BWA
time series in the following year. A similar correlation
was performed for SON Niño-3 with monthly BWA.
Niño-3 is significantly correlated with BWA up to 9-
month lag with strongest correlation (r . 0.6) occurring
in late winter/early spring season following ENSO.
However, correlation between DMI and BWA is insig-
nificant (close to 0.2) at all lags.
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FIG. 9. The local wavelet power spectrum of (a) Niño-3 and (b)
BWA using the Morlet wavelet. Shaded contours represent wavelet
power standardized by the total power (integrated along wavelength
and time) in the respective spectra. Light (darker) shading is power
2 (4) times above the total power. The thin (thick) contour encloses
regions where statistical significance of the result exceeds 90% (95%)
confidence level, estimated using Monte Carlo simulations.

FIG. 10. Same as in Fig. 9, except the spectra are for (a) DMI, (b)
Ueq, and (c) reduced Ueq.

Figure 9 shows the wavelet spectra of monthly Niño-
3 and Fig. 10 that of monthly DMI using the Morlet
wavelet (Torrence and Compo 1998). To test the sig-
nificance of the local wavelet spectrum we performed
Monte Carlo simulations using colored noise generated
by a univariate lag-1 autoregressive [AR(1), or Markov]
process acting on white noise. The synthetic time series
was constructed to have the same lag-1 autocorrelation
and variance as the observed time series being analyzed.

DMI and Niño-3 spectra have significant differences.
Whereas the peak power in the Niño-3 spectrum is stron-
gest in the 1970s and 1980s, the peak power in the DMI
spectrum occurs during the early 1960s and the 1990s.
The arclike curvature of the spectral peaks in the Niño-
3 wavelet spectrum suggests a continual lengthening of
the period of oscillation from the 1970s till the end of
the 1980s. In the DMI spectrum, however, the spectral
peaks appear to evolve with the same frequency during
adjacent times.

The dissimilarity between wavelet spectra of DMI and
Niño-3 may be contrasted with the similarity between
those of Niño-3 and BWA. Both Niño-3 and BWA have
strongest power in identical periods and identical bands.
Further, the lengthening of the frequency noted in the
Niño-3 spectrum is reflected in the BWA spectrum. It
is to be noted, however, that interdecadal power in the

BWA appears not to be associated with that in the Niño-
3 spectra.

These relationships can be quantitatively discussed
by means of a cross-wavelet spectrum (Torrence and
Compo 1998). The cross-wavelet spectra for DMI ver-
sus Niño-3 and Niño-3 versus BWA are plotted in Figs.
11a,b, respectively. Whereas cross-spectral power be-
tween Niño-3 and BWA is strong and significant at all
the periodicities and time periods characteristic of Niño-
3 activity, that between DMI and Niño-3 occurs only at
certain time periods, which are a subset of the time
periods of DMI activity (cf. Fig. 10). Here we note that
the cross-wavelet results presented here and in section
8 are in good agreement with Ashok et al. (2003) who
used wavelet coherence to explore the relation between
IOD and ENSO. Consistent with other studies (e.g.,
Klein et al. 1999), the phase information in Fig. 11
suggests that BWA lags the Niño-3 time series by about
a season or so. The phase between DMI and Niño-3,
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FIG. 11. The cross-wavelet spectrum of (a) DMI vs Niño-3, (b)
Niño-3 vs BWA, and (c) DMI vs Ueq. Shaded contours represent
cross-wavelet power standardized by the total power (integrated along
wavelength and time) in the spectrum. Light (darker) shading is power
2 (4) times above above total power. The thin (thick) contour encloses
regions where the statistical significance of the result exceeds the
90% (95%) confidence level, determined through Monte Carlo sim-
ulations.

on the other hand, suggests concurrent activity during
co-occurrence.

The scale averaged 2–7-yr wavelet variance time se-
ries in Fig. 12 shows significant interdecadal modulation
of DMI (gray positive curve) and Niño-3 (thick dashed
line) activity. For this calculation the unnormalized
wavelet power spectrum was divided by its correspond-
ing wavelets scale and the contributions from the 2–7-
yr scales were summed up (Torrence and Compo 1998).
In general, periods of high DMI activity appear to be
accompanied by periods of low Niño-3 activity and vice
versa. The correlation between the two scale-averaged

variance time series is 20.72. On the other hand, the
scale-averaged variance time series of BWA is posi-
tively correlated with that of Niño-3 (r 5 10.85). It is
noted that the longest decorrelation time among the 2–
7-yr scale-averaged time series shown in Fig. 12 is 55
months, determined from the e-folding time. This yields
9 degrees of freedom. We note that the out-of-phase
relation between power evolution of DMI and Niño-3
is significant at the 95% level, whereas the in-phase
relation between Niño-3 and BWA is significant at the
99% level.

A series of composite analyses are presented in Figs.
13a–c. The dataset is divided into three categories: a)
pure IOD events, b) pure ENSO events, and c) co-oc-
curring IOD and ENSO events. Following Rao et al.
(2002) a pure IOD event is one which occurred in the
absence of an ENSO event. A positive IOD event that
co-occurred with a La Niña (e.g., 1967) or a negative
IOD event that co-occurred with an El Niño (e.g., 1958)
is also considered a pure IOD event. A pure ENSO event
is similarly defined. In this paper we adopted the Jap-
anese Meteorological Agency (JMA) definition of
ENSO (see Trenberth 1997): those events where the 5-
month running mean averaged Niño-3 index exceeded
0.58C for six consecutive months.

In the period 1958–97, 11 out of the 19 IOD events
are pure IOD events. Collectively they account for 43%
of DMI variability, but only 7% of Niño-3 variability.
Out of this, the largest fraction (2.2%) was contributed
by the La Niña of 1967, which occurred along with a
positive IOD event. The eight IOD events that co-oc-
curred with ENSO contributed 26% to the DMI vari-
ability, while the associated Niño-3 variability was 36%.

From the three sets of composite maps in Fig. 13, a
few points are noted. IOD activity occurs both in the
presence and absence of ENSO activity; the strength of
IOD activity is almost the same both in the absence and
presence of ENSO. ENSO activity occurs both in the
presence and absence of IOD. However, stronger ENSO
activity is apparent in the composites of ENSO events
that co-occurred with IOD events. Though IOD activity
is essentially unchanged whether or not it occurred with
an ENSO, a few subtle but significant differences are
apparent when an IOD co-occurs with an ENSO: a) the
SSTA over WIN is stronger; b) the SSTA over EIN is
weaker; and c) the zonal wind anomaly Ueq is stronger.

In summary, the above observations are inconsistent
with the hypothesis that the correlation between DMI
and Niño-3 implicate IOD as a part of ENSO evolution
in the TIO (Nicholls and Drosdowsky 2001; Baquero-
Bernal and Latif 2002; Hendon 2003). On the other
hand, our results do suggest that a large part of the
positive correlation is probably due to the co-occurrence
of a few strong ENSO events with strong IOD events.
The following calculation appears to verify it. We re-
moved four strong co-occurring events—those of 1997,
1982, 1972, and 1963—from both the DMI and Niño-
3 time series. This removal resulted in a 44% reduction
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FIG. 12. The scale-averaged wavelet power over the 2–7-yr band for DMI (light gray shades), Ueq (dark
gray shades), reduced Ueq (solid thin line), Niño-3 (dashed thick line), and BWA (solid thick line). The
signs of scale-averaged power for Ueq and BWA are inverted. All the variables were divided by the average
of their respective power over the 40-yr period and multiplied by 100.

FIG. 13. Composite map of DMI (thick solid line), Ueq (thin solid
line), WIN (thick dotted line), EIN (thick dashed line), and Niño-3
(gray-filled line) anomalies for three categories: (a) pure IOD events
(1961, 1967, 1977, 1983, 1994, 1958, 1960, 1974, 1989, 1992, 1993),
(b) pure ENSO events (1965, 1969, 1976, 1986, 1987, 1967, 1970,
1973, 1978, 1984, 1985, 1988), and (c) co-occurring IOD 1 ENSO
events (1963, 1972, 1982, 1997, 1964, 1971, 1975, 1996). Negative
IOD years and La Niña years are in italics. Composite includes both
phases of the IOD and ENSO events. All variables are standardized
for plotting convenience. The open (closed) circles on EIN (WIN)
indicate significance at the 95% level based on two-tailed t test, except
for (c) where the test is passed only at the 90% level.

of variance in the Niño-3 time series. In contrast, the
DMI time series retained up to 83% of its variance.
Upon recalculating the correlation between SON DMI
and Niño-3 (Table 3), we found that it was insignificant
(r 5 0.23) at even the 90% level.

8. Comparison of DMI and Ueq time series

This leads to the next question: what factor(s) ac-
counts for the rest of the variability in DMI not attrib-
utable to Niño-3?.

From Table 2, it is seen that the strongest correlation
of DMI is with Ueq in SON at r 5 20.85. Thus, Ueq is
associated with about 70% of the variance in DMI in
contrast to the 25% explained by Niño-3. In contrast to
Niño-3, whose association with DMI is insignificant
when all the months are considered, the association of
DMI and Ueq is significant (at the 99% level; r 5 20.5)
even if considered over all months. We also note that
if we remove the four years 1997, 1982, 1972, and 1963
and recalculate r between DMI and Ueq for SON (Table
3), the correlation is still highly significant at r 5 20.82.
However, due to this operation, Ueq loses about 34% of
its variance. The larger loss of variance in Ueq compared
to that in DMI is presumably because significant equa-
torial wind anomalies are also forced by the ENSO dur-
ing SON (Feng and Meyers 2003; also see Table 1 and
Fig. 14). In the rest of this section, we further explore
the similarity between DMI and Ueq, keeping in mind
that Ueq can also be partially induced by ENSO-related
atmospheric processes (Hendon 2003).

Figure 10 shows the wavelet spectra of monthly DMI
and Ueq. Both appear to have similar frequency content
during corresponding time periods: a distinct biennial
periodicity in the 1960s, and a quasi-triennial periodicity
in the 1990s superimposed on a nearly biennial peri-
odicity visibly separated from it. In the intervening pe-
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TABLE 2. Percent variance contributed by the linear trend, the interdecadal anomaly, the BWA, and IOD to the SST variability over WIN
and EIN.

WIN

MAM JJA SON DJF

EIN

MAM JJA SON DJF

Trend 22% 21% 19% 7% 8% 4% 12% 6%
Interdecadal

anomaly 29% 10% 14% 31% 34% 29% 29% 17%
BWA
IOD

31%
7%

14%
27%

20%
37%

37%
18%

30%
11%

8%
44%

3%
57%

25%
8%

TABLE 3. Cross-correlation matrix for WIN, EIN, DMI, Ueq, and
Niño-3 after removing the years 1963, 1972, 1982, and 1997. Cor-
relations significant at the 99% level are bold. The data was detrended
and the decadal anomaly removed before calculating the correlation
coefficients.

Category

WIN EIN DMI Ueq Niño-3

WIN
EIN
DMI
Ueq

20.5 0.70
20.83

20.51
0.78

20.82

0.01
20.26

0.23
20.27

riod between the 1970s and the 1990s there is weak
activity in both DMI and Ueq that is indistinguishable
from noise. A noticeable difference is that Ueq has sig-
nificant fluctuations in a quadrennial band during the
late 1970s and the 1980s. It is also noted that DMI has
a quasi-pentadal variability in the 1960s that appears to
be weaker in Ueq.

Some of the characteristics of the Ueq spectrum not
related to DMI appear to have been introduced by
ENSO. To demonstrate this, we removed the partial in-
fluence of Niño-3 on Ueq. To do this, we use a multiple
regression formulation with Ueq as the dependent vari-
able and Niño-3 and DMI as independent variables. The
partial correlation (Cohen and Cohen 1983) of DMI on
Ueq after partialling the effect of Nino-3 is given by

r 2 r r1y 2y 12r 5 , (1)1y.2
2 2Ï(1 2 r )(1 2 r )12 2y

where r1y is the simple correlation of Ueq with DMI, r2y

that of Ueq with Niño-3, and r12 that of DMI with Niño-
3. Similarly r2y.1 is the partial correlation of Niño-3 on
Ueq after partialling the effect of DMI. Hereafter we will
refer to the Ueq filtered off the Niño-3 contribution as
reduced Ueq. It is noted that the wavelet spectrum of
reduced Ueq shown in Fig. 10c bears closer resemblance
to the DMI spectrum than the total Ueq (Fig. 10b).

The wavelet cross-spectrum (Torrence and Compo
1998) for DMI versus total Ueq shown in Fig. 11c shows
significant covariability in all the time periods and fre-
quency bands characteristic of DMI (cf. Fig. 10a). At
all times and periods of high DMI activity, DMI and
Ueq have an out-of-phase relation. Interestingly, strong
covariance is also noted in a very low-frequency band

with 16-yr periodicity where DMI leads Ueq by about
one quarter of a cycle (about 4 yr).

The 2–7-yr scale-averaged variance time series (Fig.
12) reveals periods of high DMI activity accompanied
by periods of high total Ueq activity and vice versa,
though the correspondence between total Ueq and DMI
is not perfect (r 5 0.5; not significant at the 95% level).
However, the correlation is significant at the 99% level
(r 5 0.88) between scale-averaged variance time series
of reduced Ueq (thin solid line in Fig. 12) and DMI.

9. Discussion

The nature of SSTA variability related to IOD has
been much debated (e.g., Dommenget and Latif 2002;
Behera et al. 2003). Our analyses show that during IOD
events, surface zonal wind anomalies over the equatorial
Indian Ocean are associated with an out-of-phase SSTA
pattern that is most prominent in the boreal fall. Com-
posite analysis of SSTA during IOD events presented
here as well as in other studies (S99; Rao et al. 2002)
and case studies of individual events (Reverdin et al.
1986; Webster et al. 1999; Murtugudde et al. 2000; Feng
and Meyers 2003) supports this inference. Ocean mod-
eling studies (Behera et al. 1999; Murtugudde et al.
2000; Vinayachandran et al. 2002) suggest that such an
SSTA pattern is potentially forced by the equatorial
wind stress through excitement of oceanic planetary and
Kelvin waves and the consequent modulation of en-
trainment and advective transports. The wind may also
act by modulating thermodynamic fluxes (Behera et al.
1999; Yu and Rienecker 1999). It is noteworthy that the
presence of such large-scale oceanic waves have been
observed in the TIO during the recent IOD events of
1994 and 1997 (Behera et al. 1999; Webster et al. 1999;
Rao et al. 2002; Feng and Meyers 2003). Taken together,
these diverse pieces of information favor the reality of
the dipolelike SSTA pattern.

Our analyses suggest that the nonstationarity of the
mean SST may be largely to blame in the masking of
the anticorrelation implicit in the IOD SSTA pattern. In
particular, around the time of the so-called regime shift
(Nitta and Yamada 1989) and accelerated warming
stronger than the linear trend is seen over both WIN
and EIN. We also noted that it is in this latter period
that the anticorrelation is suppressed. For example, cor-
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relation between WIN and EIN for the 20-yr period from
1958 to 1977 is highly significant and negative (r 5
20.5) even in unfiltered data. On the other hand, in the
latter part of the period from 1978 to 1997 WIN and
EIN have insignificant correlation. The filtering of the
interdecadal anomaly appears to affect this latter period
most; correlation between WIN and EIN for 1978–97
after removing the interdecadal anomaly is r 5 20.32.

We find little evidence for the hypothesis that the IOD
phenomenon is a part of the ENSO. Though IOD and
ENSO indices are significantly correlated during boreal
fall, the shared variance is moderate. Further time-ev-
olutive spectra of DMI and Niño-3 are significantly dif-
ferent. We also showed that DMI variance is generally
strong during weak ENSO activity and vice versa. In-
terestingly, coral-derived proxy SSTA records show that
IOD activity is significantly higher in the Holocene,
which is generally agreed upon to be a time of weak
ENSO activity (Abram et al. 2001). These analyses sug-
gest that IOD cannot be described as a function of
ENSO. Further, as shown here, the strength of the as-
sociation between ENSO and IOD can be largely attri-
buted to the co-occurrence of a few strong IOD and
ENSO events. ENSO events occurring during co-oc-
currences are amplified relative to pure ENSO events
and such events contribute a disproportionately large
amount of ENSO variability. In contrast, most of the
variance of IOD events occurs from pure IOD events.
It is noteworthy that the correlation between DMI and
Niño-3 is insignificant during SON if we remove the
events of 1997, 1982, 1972, and 1963 from the calcu-
lation. Though this removal resulted in nearly half of
the Niño-3 variance being reduced, the DMI time series
retained more than 80% of its variance.

On the other hand, oceanic variability within the TIO
is more strongly correlated with atmospheric variability
within the TIO (section 8). Further, DMI and Ueq spectra
are remarkably similar. The interdecadal modulation of
power in both are also similar if a partial ENSO effect
on the surface wind is removed. These observations
indicate a possibility for the IOD arising out coupled
ocean–atmospheric instabilities within the TIO. The
simulation of realistic and energetic IOD events in a
high-resolution coupled GCM with weak ENSO activity
(Iizuka et al. 2000) appears to support this possibility.

However, it is important to distinguish that while our
results indicate an inherent mode of TIO variability, we
cannot resolve on the basis of this analysis alone wheth-
er IOD sustains itself or whether it is a damped mode
requiring an external trigger. One cannot rule out the
possibility that the air–sea interactions giving rise to
IOD may be triggered by ENSO (Ueda and Matsumoto
2000; Annamalai et al. 2003) during certain years or by
intraseasonal oscillations (Li et al. 2003; Wang et al.
2002, manuscript submitted to J. Climate) within the
TIO during other years. The near-simultaneous devel-
opment of both IOD and ENSO implies a limitation in
exploring this possibility using conventional data. Rel-

atively high temporally resolved data or suitably de-
signed coupled model experiments are needed to address
these possibilities.

It is remarkable that there is strong systematic be-
havior in the phase of IOD and ENSO events. We note
that, in general, positive IOD events have a tendency
to co-occur with El Niños and negative IODs with La
Niñas. We do also note that in the 40-yr time period
that we analyzed, ENSO events that co-occurred with
IOD events are stronger than pure ENSO events.
Though IOD events appear to be equally strong whether
or not it co-occurred with ENSO, two notable exceptions
are as follows: (i) the zonal wind field over the equator
is significantly stronger during co-occurrences and (ii)
the IOD SST pattern appears to be overlaid by a bas-
inwide uniform anomaly.

A possible hypothesis that may explain the systematic
behavior between IOD and ENSO is suggested through
the multiple regression analysis presented in Fig. 14. In
Figs. 14a–d we have correlated tropical Indo-Pacific
SSTA on Ueq, an IOD index, after partialling out the
possible influence of ENSO [see Eq. (1)]. We then cor-
related surface wind anomalies on DMI, another IOD
index, after partialling out the possible influence of
ENSO. The Ueq was used in finding the SSTA structure
instead of DMI, since the use of DMI would, by its
construction, introduce an artificial dipole SSTA pattern
over the TIO. Similarly, the SSTA and wind pattern
associated with ENSO (Figs. 14e–h) can be found by
correlating these fields with Niño-3 after partialling the
effect of IOD. These figures indicate a significant po-
tential in both phenomena to influence each other. For
example, in the case of IOD we note that during boreal
summer (fall) westerly winds associated with it extend
up to (beyond) the date line. The structure of the wind
anomaly and its eastward-propagating character sug-
gests the presence of the atmospheric Kelvin wave. It
is possible that these westerly winds sitting over the
equatorial west Pacific may trigger an ENSO or
strengthen an existing one.

A case in point may be the ephemeral El Niño during
the year 1994. We note that the beginning of the year
1994 was characterized by La Niña conditions. By Au-
gust, however, the La Niña gave way to a weak El Niño,
a time at which the IOD was fully developed. We spec-
ulate that this reversal may have been brought about by
westerly wind anomalies induced over the western Pa-
cific by the strong IOD event of 1994.

Similarly, in the case of the ENSO (Figs. 14e–h),
easterly winds are seen extending over the eastern equa-
torial Indian Ocean during boreal fall. These are capable
of positively influencing an IOD event by upwelling
more cold water off Sumatra and thereby enhancing the
SSTA. The phase of the wind anomaly over the TIO
during ENSO also suggests that an IOD phase not con-
sistent the ENSO phase may be dampened. This implies
that positive IOD conditions could be suppressed during
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FIG. 14. (a)–(d) The partial correlation of SST (shaded contours) on Ueq (SON) and the partial regression of surface
winds on DMI (SON), after accounting for the effect of Niño-3. Wind vectors of magnitude smaller than 0.2 m s21

are not plotted. For purposes of plotting, the original 108 3 108 grid was interpolated to a 58 3 58 grid. (e)–(h) The
same as in (a)–(d) but for the partial correlation and the partial regression of SST and winds, respectively, on Niño-
3 after accounting for the effect of DMI.

a La Niña, but supported and amplified during an El
Niño.

The analysis also suggests that the largest ENSO ef-
fect on TIO SST may be the lagged effect or the BWA.
Some recent (Hendon 2003; Alexander et al. 2002; Xie
et al. 2002) and previous (Hastenrath et al. 1993) studies
suggest that an SST structure similar to the IOD pattern
is manifested in the TIO during SON. In contrast, the
composites of pure ENSO events in Fig. 13b, as well
as the partial correlation analysis presented in Figs. 14e–
h suggest that ENSO events have hardly any simulta-
neous impacts over WIN and EIN during JJA or SON.
Three of the findings reported in this study can be used
to explain this discrepancy: (i) ENSO events that co-
occur with IOD are stronger than pure ENSOs; (ii) IOD
events that do and do not co-occur with ENSOs have
the same amplitude; and (iii) there is a systematic ten-
dency for a positive (negative) IOD to co-occur with El
Niño (La Niña). Consequently, simple regression anal-
ysis, which highlights large-amplitude events or com-
posite analysis with all ENSO events, portrays a mixture
of responses to an IOD event and an ENSO event rather
than the pure response to ENSO.

Though this analysis rules out a significant response
by ENSO over WIN and EIN during JJA and SON, it
should not be interpreted to mean that simultaneous

ENSO response in the TIO is negligible. As seen in Fig.
14, ENSO has a significant response over both the west-
ern and eastern TIO; however, these regions of ENSO
influence are quite distinct from regions affected by
IOD. The most fundamental difference between the two
patterns in the eastern TIO is that SSTA associated with
IOD is trapped to the Indonesian coast line while that
associated with ENSO is trapped to the Australian coast
line. These distinct SSTA structures are indeed a re-
flection of coastally trapped Kelvin wave–induced ther-
mocline changes along the Indonesian waveguide and
the Australian waveguide, respectively (Meyers 1996).
Modeling (Vinayachandran et al. 1999; Behera et al.
1999; Murtugudde et al. 2000) and observational (Rao
et al. 2002; Feng and Meyers 2003) studies demonstrate
that the IOD SSTA pattern off Java is a consequence
of Kelvin waves striking the Indonesian coast at the
equator and, consequently, traveling along the Indone-
sian waveguide as a coastally trapped Kelvin wave. Oth-
er modeling (Clarke and Liu 1994; Verschell et al. 1995)
and observational studies (Meyers 1996) have shown
that western Pacific sea level anomaly during ENSO
resulting from the arrival of Rossby waves is transmitted
into the TIO through the junction of the Pacific equa-
torial waveguide with the Papua New Guinea–western
Australia waveguide northwest of Papua New Guinea.
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FIG. 15. Longitudinal section of composite SST anomaly at the
eastern TIO associated with pure IOD (gray-filled line) and pure
ENSO events (solid line) averaged over various latitudinal bands.
The SST anomaly is standardized by the area-averaged anomaly over
EIN.

The ENSO SSTA pattern shown in Fig. 14 over the
eastern TIO is consistent with this coastal waveguide
paradigm (S. Wijffels and G. Meyers 2003, personal
communication).

Finally, we note that the physical proximity of the
ENSO and IOD signals in the eastern TIO pose a prac-
tical problem in defining EIN. To illustrate this we have
shown in Fig. 15 the SSTA response to pure IOD and
pure ENSO events at various latitude bands south of the
equator. All of the anomalies are normalized by the
anomaly over EIN to bring out their magnitude relative
to EIN. Over EIN, the ENSO signal has negligible mag-
nitude while the IOD signal has maximum magnitude.
In agreement with the multiple regression analysis pre-
sented in Fig. 14, it is seen that the ENSO signal is
trapped to the Australian coast with maximum anomaly
around 158–208S and 1258E. Similarly in agreement
with Fig. 14, it is seen that the IOD SSTA signal goes
from cold anomaly north of 158S to warm anomaly south
of that. Therefore, as one moves away either east or
south of EIN, the IOD signal weakens relative to the
ENSO signal. For example, at 108S and 1158E, the
ENSO signal is as strong as the IOD signal and strength-
ens to the east of this point. Also, south of 108S the
ENSO signal relatively strengthens compared to the

IOD signal. Thus, although the IOD signal does extend
to the east and south of 1108E and 108S, we have re-
stricted our definition of EIN to be a box between 108S–
08 and 908–1108E, so as to avoid the obvious contam-
ination of the IOD by the ENSO signal.

10. Summary

SST and surface wind observations in the TIO were
analyzed for the 40 years from 1958 to 1997 and the
following results were found.

1) SST variability has a complex nature and appears to
be somewhat equally contributed by linear trend, in-
terdecadal anomaly, the lagged effect of ENSO and
IOD.

2) The correlation between WIN and EIN becomes
highly significant and negative only if the interde-
cadal anomaly is removed, though there is a sug-
gestion that this is mostly true only for the latter half
of the record, when there is a rapid warming of the
mean SST in both the western and eastern TIO.

3) Though IOD is only one of the several factors shap-
ing SSTA in the TIO, its influence appears to be
substantial in the zonal SST gradient and surface
wind anomaly. The surface wind anomaly is, to a
lesser extent, also affected by ENSO.

4) IOD events do frequently occur independent of
ENSO activity. In this study, 11 such IOD events
were identified. The predominant proportion of IOD
variance comes from these independent events: for
instance, 43% of the DMI variance by the 11 in-
dependent events, compared to 26% variance carried
by the 8 that co-occurred with ENSO. Conversely,
Nino-3 activity during the 11 independent events was
7% of the total Niño-3 variance.

5) The highly significant correlation between DMI and
Niño-3 during SON becomes insignificant even at
the 90% level if the four events of 1997, 1982, 1972,
and 1963 are removed from the correlation analysis.

6) The wavelet spectra of DMI and Niño-3 indices show
significant differences. On the other hand, DMI and
Ueq indices are quite similar. ENSO activity appears
to be weaker during times of high IOD variance and
vice versa.
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